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Abstract—Imbalanced classification deals with learning from data with a disproportional number of samples in its classes. Traditional classifiers exhibit poor behavior when facing this kind of data because they do not take into account the imbalanced class distribution. Four main kinds of solutions exist to solve this problem: modifying the data distribution, modifying the learning algorithm for considering the imbalance representation, including the use of costs for data samples, and ensemble methods. In this paper, we adopt the second type of solution, and introduce a classification algorithm for imbalanced data that uses fuzzy rough set theory and ordered weighted average aggregation. The proposal considers different strategies to build a weight vector to take into account data imbalance. Our methods are validated by an extensive experimental study, showing statistically better results than thirteen other state-of-the-art methods.
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I. INTRODUCTION

Learning from imbalanced data is a challenging task that has gained attention over the last few years [28], [35], [41]. In contrast to traditional classification, it deals with data sets where one or more classes are under-represented. In this paper, we consider the two-class case where one class (the majority or negative class) is over-represented and the other class (the minority or positive class) is under-represented. This characteristic is very common in real-world applications, such as anomaly detection [33], medical applications [34], microarray data [49], database marketing [15], etc., and has opened up a whole new field of research to develop new techniques to overcome the imbalance problem.
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Classical machine learning algorithms often obtain high accuracy over the majority class, while for the minority class the opposite occurs. This happens because the classifier focuses on global measures that do not take into account the class data distribution [28], [35], [41]. Nevertheless the most interesting information is often found within the minority class.

Many techniques for dealing with class imbalance have emerged. These techniques can be grouped into four main categories: those that modify the data distribution by preprocessing techniques (data level solutions), those at the level of the learning algorithm which adapt a base classifier to deal with class imbalance (algorithm level solutions), those that apply different costs to misclassification of positive and negative samples (cost-sensitive solutions) and ensemble based solutions that combine the previous solutions by means of an ensemble.

In this paper, we present a new algorithm level solution to classify imbalanced data that is based on the Fuzzy Rough Nearest Neighbor (FRNN) classifier introduced in [32]. In order to predict the class of a new test instance, the FRNN algorithm computes the sum of the memberships of the instance to the fuzzy-rough lower and upper approximation of each class. The lower approximation membership expresses the degree to which similar elements of the opposite class do not exist, while the upper approximation membership tells us to which extent similar elements of the same class exist. Finally, FRNN assigns the instance to the class with the higher sum.

However, this algorithm has some important weaknesses. On one hand, its classifications are completely determined by the closest samples in either class, thus making it very sensitive to noise [44]. On the other hand, FRNN treats the positive and negative class in a symmetric way and hence makes no provisions for the class imbalance. Therefore, in this paper, we have designed a new classifier called the Imbalanced Fuzzy Rough Ordered Weighted Average Nearest Neighbor (IFROWANN) algorithm; it computes the approximations taking into account not only the closest samples of the opposite class, but all of them, assigning them decreasing weights proportionate to their similarity with the test sample x, following two steps:

1) we consider different weight vectors for the majority and the minority class, taking into account the fact that the former contains much fewer elements than the latter.

2) we aggregate training samples’ contributions by means of the ordered weighted average (OWA) fuzzy rough set model from [11].

Using this approach, our proposed algorithm can better address
the imbalanced data distributions.

To evaluate the quality of our model, we have carried out an extensive experimental analysis on a collection of 102 imbalanced data sets with different imbalance ratios (IR), originating from the UCI repository. In the experiments, we have compared our algorithm with the original FRNN proposal to show that it is better positioned to deal with the class imbalance. In order to demonstrate the importance of differentiating the weight vectors for the positive and negative class, we have considered a version of IFROWANN in which equal weight vectors are assigned to each class. This has shown to seriously weaken the performance of the algorithm. Finally, we have compared IFROWANN with a set of thirteen state-of-the-art methods specifically designed for imbalanced classification. To assess the classification performance, we have used the well-known Area Under the Curve (AUC) metric, and the significance of the results has been supported by the proper statistical analysis.

The remainder of this paper is organized as follows. In Section II, we provide an introduction to the imbalanced classification problem, including an overview of the state-of-the-art methods for solving it, and a discussion of its evaluation. In Section III, we recall the standard FRNN algorithm. In Section IV, we introduce the IFROWANN algorithm, and outline the proposed weighting strategies to deal with imbalanced data. In Section V, we discuss the setup of the experimental study, including a description of the benchmark data sets, the algorithms used for comparison along with their parameters, and the statistical tests used for performance comparison. In Section VI, we present and discuss the results. In Section VII, we draw some conclusions about the study and outline future work.

II. IMBALANCED CLASSIFICATION PROBLEMS
A. Two-Class Imbalanced Classification: Models and Evaluation

The class imbalance problem is growing in importance and has been identified as one of the 10 main challenges of Data Mining [48]. The two-class version of this problem is formally described below.

We consider a set of data samples $U$, characterized by their values for the set $A = \{a_1, \ldots, a_m\}$ of attributes. Moreover, $U = P \cup N$, where $P$ represents the positive class and $N$ the negative class. We denote $p = |P|$, $n = |N|$ and $t = |U| = p + n$. The imbalance ratio is then defined as $IR = \frac{n}{p}$.

The imbalanced classification problem can be tackled using four main types of solutions:

1) **Sampling (solutions at the data level)** [4], [7], [8], [22]: this kind of solution consists of balancing the class distribution by means of a preprocessing strategy. Techniques at data level are divided in 3 groups:
   - **Undersampling methods**: create a subset of the original data set by eliminating some of the examples of the majority class.
   - **Oversampling methods**: create a superset of the original data set by replicating some of the examples of the minority class or creating new minority instances, for example by interpolation of original instances.
   - **Hybrid methods**: combine the two previous methods by reducing the size of the majority class and increasing the number of minority elements.

An important advantage of the data level approaches is that their use is independent from the classifier selected [38].

2) **Design of specific algorithms (solutions at the algorithmic level)** [5], [31], [10]: in this case, a traditional classifier is adapted to deal directly with the imbalance between the classes, for example, modifying the cost per class [26] or adjusting the probability estimation in the leaves of a decision tree to favor the positive class [46].

3) **Cost-sensitive solutions** [14], [42], [50], [51]: these kind of methods incorporate solutions at data level, at algorithmic level, or at both levels together, that try to minimize higher cost errors. Let $C(+, -)$ denote the cost of misclassifying a positive (minority class) instance as a negative (majority class) instance and $C(-, +)$ the cost of the inverse case. We impose $C(+, -) > C(-, +)$, i.e., the cost of misclassifying a positive instance should be higher than the cost of misclassifying a negative one.

4) **Ensemble solutions** [20]: Ensemble techniques for imbalanced classification usually consist of a combination of an ensemble learning algorithm and one of the techniques above, specifically, data level and cost-sensitive. Through the addition of a data level approach to the ensemble learning algorithm, the new hybrid method usually preprocesses the data before training each classifier. On the other hand, instead of modifying the base classifier in order to accept costs in the learning process, cost-sensitive ensembles guide the cost minimization via the ensemble learning algorithm.

Below, we review some high-quality proposals that will be used in our experimental study.

- **Synthetic Minority Oversampling Technique (SMOTE)** [7]. An oversampling method that creates new minority class examples by interpolating between minority class examples and their nearest neighbors.
- **SMOTE-ENN** [4]. This hybrid method applies the Edited Nearest Neighbor (ENN) technique to remove examples from both classes after SMOTE has been applied. In particular, any example that is misclassified by its three nearest neighbors is removed from the training set.
- **SMOTE-RSB**, [38]. This is another hybrid data level method. It first applies SMOTE to introduce new synthetic minority class instances to the training set, and then removes synthetic instances that do not belong to the lower approximation of its class, computed using rough set theory [36]. This process is repeated until the training set is balanced.
- **Hellinger Distance Decision Trees (HDDT)** [10]. This algorithm level method is a decision tree technique that uses the Hellinger distance as the splitting criterion. It yields very good results for imbalanced data when used in a bagging (ensemble) configuration, which is the setup
considered in this paper.

- **Cost-sensitive C4.5 decision tree (CS-C4.5)** [42]. This method builds decision trees that try to minimize the number of high cost errors and, as a consequence, leads to the minimization of the total misclassification costs in most cases. The method changes the class distribution such that the induced tree is in favor of the class with high weight/cost and is less likely to commit errors with high cost.

- **Cost-sensitive Support Vector Machine (CS-SVM)** [45]. This method is a modification of the soft-margin support vector machine [43]. It biases SVM in a way that will push the boundary away from the positive instances using different error costs for the positive and negative classes.

- **EUSBOOST** [21]. An ensemble method that uses Evolutionary UnderSampling (EUS, [25]) guided boosting. EUS arises from the application of evolutionary prototype selection algorithms to imbalanced domains. In EUS, each chromosome is a binary vector representing the presence or absence of instances in the data set. This method reduces the search space by considering only the majority class instances; hence, all the minority class instances are always introduced in the new data set. The fitness function tries to balance between the minority class and majority class instances, and includes a diversity mechanism among classifiers.

Next, we will discuss the evaluation of machine learning algorithms in imbalanced domains. Consider a two-class problem. For any given classifier, a correctly classified positive instance is called a true positive (TP). Similarly, a true negative (TN) is a negative instance that was correctly classified as negative. In the remaining cases, a positive instance was either misclassified as negative, a false negative (FN), or a negative instance was wrongly predicted as positive, a false positive (FP). The confusion matrix, shown in Table I, presents a numerical summary of this information, showing the number of instances in each case.

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Positive</th>
<th>Negative</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>TP</td>
<td>FN</td>
</tr>
<tr>
<td>Negative</td>
<td>FP</td>
<td>TN</td>
</tr>
</tbody>
</table>

Table I: Confusion matrix obtained after classification of a two-class dataset.

For classical domains, the performance is typically evaluated using predictive accuracy (acc), defined by

\[ acc = \frac{TP + TN}{TN + TP + FP + FN}. \]

However, this is not appropriate when the data are imbalanced or when the costs of different errors vary markedly [9]. Indeed, accuracy can take on misleadingly high values. As an example, assume that the IR of the data set is 9, meaning that 90% of the elements belong to the negative class. When we classify all instances as negative, we obtain a predictive accuracy of 90%. Even though this is a high value, the classifier has still misclassified the entire positive class, which renders it quite useless.

A more appropriate way to measure the performance of classification over imbalanced data sets are the Receiver Operating Characteristic (ROC) graphs [6]. These graphs visualize the tradeoff between the True Positive Rate (TPR) and False Positive Rate (FPR), defined as

\[ TPR = \frac{TP}{TP + FN} \quad \text{and} \quad FPR = \frac{FP}{FP + TN}, \]

when the classifier is treated as a probabilistic classifier, that is, one which calculates the probability that the element under consideration belongs to the given class. By varying the threshold for belonging to the positive class, different points of the ROC curve are generated.

The Area Under the ROC Curve (AUC) [30] then provides a single-number summary for the performance of learning algorithms. The AUC can be interpreted as the probability that the classifier assigns a lower probability of belonging to the positive class to a randomly chosen negative instance than to a randomly chosen positive instance [16]. There are many ways to compute the AUC. In this paper, we use the definition given by Fawcett [16], who proposed an algorithm that, instead of collecting ROC points, adds successive areas of trapezoids to the computed AUC value.

### III. Fuzzy-Rough Nearest Neighbor Algorithm (FRNN)

In this section, we recall the FRNN classification algorithm proposed in [32]. We apply it directly to the specific case of two-class imbalanced data. In order to predict the class of a new test instance \( x \), the FRNN algorithm computes the sum of the memberships of \( x \) to the fuzzy-rough lower and upper approximation of each class, and assigns the instance to the class for which this sum is higher. More precisely, let \( I \) be an implicator\(^1\), \( T \) a t-norm and \( R \) a fuzzy relation that represents approximate indiscernibility between instances. The membership degrees \( P(x) \) and \( N(x) \) of \( x \) to the lower approximation of \( P \) and \( N \) are defined by, respectively,

\[ P(x) = \min_{y \in U} I(R(x, y), P(y)) \quad (1) \]
\[ N(x) = \min_{y \in U} I(R(x, y), N(y)) \quad (2) \]

The value \( P(x) \) can be interpreted as the degree to which objects outside \( P \) (thus, in \( N \)) which are approximately indiscernible from \( x \) do not exist. A similar interpretation can be given to the value \( N(x) \).

On the other hand, the membership degrees \( \overline{P}(x) \) and \( \overline{N}(x) \) of \( x \) to the upper approximation of \( P \) and \( N \) under \( R \) are defined by, respectively,

\[ \overline{P}(x) = \max_{y \in U} I(R(x, y), P(y)) \quad (3) \]
\[ \overline{N}(x) = \max_{y \in U} I(R(x, y), N(y)) \quad (4) \]

\(^1\)An implicator \( I \) is a \([0,1]^2 \rightarrow [0,1]\) mapping that is decreasing in its first argument and increasing in its second argument, and that satisfies \( I(0,0) = I(0,1) = I(1,0) = 1 \) and \( I(1,1) = 0 \).
$\mathcal{P}(x)$ can be interpreted as the degree to which another element in $P$ close to $x$ exists, and similarly for $\mathcal{N}(x)$.

In this paper, we consider $\mathcal{I}$ and $\mathcal{R}$ defined by $\mathcal{I}(a,b) = \max(1-a,b)$ and $\mathcal{R}(a,b) = \min(a,b)$, for $a,b$ in $[0,1]$. It can be verified that in this case, Eqs. (1)–(4) can be simplified to

$$
\mathcal{P}(x) = \min_{y \in N} 1 - \mathcal{R}(x,y) 
$$

$$
\mathcal{N}(x) = \min_{y \in P} 1 - \mathcal{R}(x,y) 
$$

$$
\mathcal{P}(x) = \max_{y \in P} \mathcal{R}(x,y) 
$$

$$
\mathcal{N}(x) = \max_{y \in N} \mathcal{R}(x,y) 
$$

In other words, $\mathcal{P}(x)$ is determined by the similarity to the closest negative (majority) sample, and $\mathcal{N}(x)$ is determined by the similarity to the closest positive (minority) sample. On the other hand, to obtain $\mathcal{P}(x)$ and $\mathcal{N}(x)$, we look for the most similar element to $x$ belonging to the positive, resp., negative class. Also, the lower and upper approximations are closely related: $\mathcal{P}(x) = 1 - \mathcal{N}(x)$ and $\mathcal{N}(x) = 1 - \mathcal{P}(x)$. The FRNN algorithm then determines the classification of the test instance $x$ as follows. We compute

$$
\mu_P(x) = \frac{\mathcal{P}(x) + \mathcal{P}(x)}{2} = \frac{\mathcal{P}(x) + 1 - \mathcal{N}(x)}{2} 
$$

$$
\mu_N(x) = \frac{\mathcal{N}(x) + \mathcal{N}(x)}{2} = \frac{\mathcal{N}(x) + 1 - \mathcal{P}(x)}{2} 
$$

$x$ is classified to the positive class if $\mu_P(x) \geq \mu_N(x)$, otherwise it is classified to the negative class.

The main drawback of this method for imbalanced classification is that it treats all classes symmetrically, not making a distinction between majority and minority instances. The next section introduces a new strategy to deal with imbalanced data based on FRNN.

IV. FUZZY-ROUGH ORDERED WEIGHTED AVERAGE APPROACH TO IMBALANCED CLASSIFICATION

As discussed in the previous section, FRNN treats the positive and negative class in a completely symmetric way and hence makes no provisions for the class imbalance. On the other hand, the classifications of the FRNN algorithm are completely determined by the closest samples in either class, which may be too naive a strategy, especially if noise is present in the data.

To deal with these problems, in this section we introduce the imbalanced fuzzy-rough ordered weighted average nearest neighbor (IFROWANN) classifier. Its general format is introduced in Section IV-A, while in Section IV-B, we propose different weighting strategies for the positive and the negative class and in Section IV-C, we consider different strategies to model the indiscernibility relation.

A. IMBALANCED FUZZY-ROUGH ORDERED WEIGHTED AVERAGE NEAREST NEIGHBOR ALGORITHM (IFROWANN)

In order to take into account not just the closest samples for a test instance, we rely on ordered weighted average (OWA) operators [47], which are recalled first. Given a sequence $A$ of $t$ real values $A = \langle a_1,\ldots,a_t \rangle$, and a weight vector $W = \langle w_1,\ldots,w_t \rangle$ such that $w_i \in [0,1]$ and $\sum_{i=1}^{t} w_i = 1$, the OWA aggregation of $A$ by $W$ is given by

$$
OWA_W(A) = \sum_{i=1}^{t} w_i b_i 
$$

where $b_i = a_j$ if $a_j$ is the $i^{th}$ largest value in $A$. For instance, if $A = \{0.3,0.1,0.2\}$, and $W = \{0.3,0.2,0.5\}$, then

$$
OWA_W(A) = 0.3 \times 0.3 + 0.2 + 0.5 \times 0.1 = 0.18 
$$

The OWA operator has the minimum and the maximum operator as a special case. Indeed, if $W = \{0,0,\ldots,1\}$, then $OWA_W(A)$ will return the minimum value in $A$, while $W = \{1,0,\ldots,\}$ will cause $OWA_W(A)$ to be the maximum of $A$. Furthermore, we can consider OWA weight vectors to model a wide variety of aggregation strategies different from min and max, and apply them in Eqs. (1)–(4).

In general, given OWA weight vectors $W_P^t$ and $W_N^t$ of length $t = |U|$, an implicator $\mathcal{I}$ and a fuzzy relation $\mathcal{R}$, we can define the membership of a test instance $x$ to the $W_P^t$-lower approximation of $P$, and to the $W_N^t$-lower approximation of $N$ by

$$
\mathcal{P}_{W_P^t}(x) = \bigcup_{y \in U} OWA_W^P(\mathcal{I}(R(x,y),P(y))) 
$$

$$
\mathcal{N}_{W_N^t}(x) = \bigcup_{y \in U} OWA_W^N(\mathcal{I}(R(x,y),N(y))) 
$$

On the other hand, given OWA weight vectors $W_P^t$ and $W_N^t$ of length $t = |U|$ and a t-norm $\mathcal{I}$, we can define the membership of $x$ to the $W_P^t$-upper approximation of $P$, and to the $W_N^t$-upper approximation of $N$ by

$$
\mathcal{P}_{W_P^t}(x) = \bigcup_{y \in U} OWA_W^P(\mathcal{I}(R(x,y),P(y))) 
$$

$$
\mathcal{N}_{W_N^t}(x) = \bigcup_{y \in U} OWA_W^N(\mathcal{I}(R(x,y),N(y))) 
$$

The following proposition shows that, similar to Section III, a relationship between the lower and upper approximation can be established when specific conditions are imposed on the logical connectives and weight vectors.

**Proposition 1.** Let $\mathcal{I}$ and $\mathcal{R}$ be defined by $\mathcal{I}(a,b) = \max(1-a,b)$ and $\mathcal{R}(a,b) = \min(a,b)$, for $a,b$ in $[0,1]$. Additionally, we impose the conditions $W_P^t = (W_P^t)_{t \rightarrow i} - 1$ and $W_N^t = (W_N^t)_{t \rightarrow i} + 1$, for $i = 1,\ldots,t$. Under these restrictions, $\mathcal{P}_{W_P^t}(x) = 1 - \mathcal{N}_{W_N^t}(x)$ and $\mathcal{N}_{W_N^t}(x) = 1 - \mathcal{P}_{W_P^t}(x)$, for any $x$ in $U$.

**Proof.** We rename the elements of $U$ such that $U = \{y_1,\ldots,y_t\}$, where

$$
\min(R(x,y_i),P(y_i)) \geq \min(R(x,y_j),P(y_j)) 
$$

for $i \geq j$. Let $x \in U$, it holds that
\[ P_{W_p}(x) = OWA_{W_p}(\mathcal{F}(R(x,y), P(y))) \]
\[ = \sum_{i=1}^{l} (W_{N}^i)_{r-i+1} \min(R(x,y), 1 - N(y)) \]
\[ = 1 - \sum_{i=1}^{l} (W_{N}^i)_{r-i+1} (1 - \max(1 - R(x,y), N(y))) \]
\[ = 1 - N_{W_p}(x) \]

Analogously, we can establish that \( N_{W_p}(x) = 1 - P_{W_p}(x) \).

Assuming the conditions of Proposition 1, the IFROWANN algorithm then determines the classification of the test instance \( x \) by computing

\[ \mu_p(x) = \frac{P_{W_p}(x) + N_{W_p}(x)}{2} = \frac{P_{W_p}(x) + 1 - N_{W_p}(x)}{2} \quad (15) \]
\[ \mu_N(x) = \frac{N_{W_p}(x) + N_{W_p}(x)}{2} = \frac{N_{W_p}(x) + 1 - P_{W_p}(x)}{2} \quad (16) \]

Similarly as in FRNN, \( x \) is classified to the positive class if \( \mu_p(x) \geq \mu_N(x) \), otherwise it is classified to the negative class.

\section*{B. OWA Weight Vectors for Imbalanced Classification}

A crucial factor in the application of IFROWANN is the choice of the OWA weight vectors in Eqs. (11)–(14). Because of the relationship we assume between the lower and upper approximation, in this section we only focus on the former. In particular, we design weight vectors that provide flexible generalizations of the minimum operator, and at the same time take into account the imbalance present in the data.

First note that, under our assumptions, \( \mathcal{F}(R(x,y), P(y)) = 1 \) as soon as \( P(y) = 1 \), in other words, when sample \( y \) is positive. Similarly, \( \mathcal{F}(R(x,y), N(y)) = 1 \) always holds when \( y \) is negative. It can be argued that these values should not be taken into account when computing the lower approximation; indeed, the commonsense interpretation of rough sets \([40]\) states that an instance \( x \) belongs to the lower approximation of a class to the extent that it can be discerned (separated) from instances belonging to different classes; thus, instances from \( x \)'s own class should not influence the instance’s membership to the lower approximation.

In the context of the IFROWANN approach, we can implement this idea by assigning a weight of 0 to the corresponding positions in the OWA weight vectors. In particular, the first \( p \) positions in \( W_{N}^l \) can be put to 0, taking into account that they correspond to the highest values of \( \mathcal{F}(R(x,y), P(y)) \), and thus to the \( p \) positive samples in the training data.

The remaining \( n \) positions in the weight vector \( W_{p}^l \) correspond to the instances in \( N \). For these instances, the implication values equal \( \mathcal{F}(R(x,y), P(y)) = \max(1 - R(x,y), 0) = 1 - R(x,y) \). We consider two alternative strategies to construct the weight vectors, both of which assign higher weights to the smaller implication values.

\[ W_{p}^{l_1} = \left\langle 0, \ldots, 0, \frac{2}{n(n+1)}, \frac{4}{n(n+1)}, \ldots, \frac{2(n-1)}{n(n+1)}, \frac{2}{n+1} \right\rangle \]
\[ W_{p}^{l_2} = \left\langle 0, \ldots, 0, \frac{1}{2^n-1}, \frac{2}{2^n-1}, \ldots, \frac{2^{n-2}}{2^n-1}, \frac{2^{n-1}}{2^n-1} \right\rangle \]

The main difference between both vectors is that in the first case, weights decrease less rapidly than in the second case and are distributed more evenly among the instances. For instance, if \( n = 5 \), then

\[ W_{p}^{l_1} = \left\langle 0, \ldots, 0, \frac{1}{15}, \frac{2}{15}, \frac{3}{15}, \frac{4}{15}, \frac{5}{15} \right\rangle \]
\[ W_{p}^{l_2} = \left\langle 0, \ldots, 0, \frac{1}{31}, \frac{2}{31}, \frac{4}{31}, \frac{8}{31}, \frac{16}{31} \right\rangle \]

In a completely analogous way, we can obtain two versions of the weight vectors \( W_{p}^l \), where the first \( n \) positions are given a value of 0.

\[ W_{N}^{l_1} = \left\langle 0, \ldots, 0, \frac{2}{p(p+1)}, \frac{4}{p(p+1)}, \ldots, \frac{2(p-1)}{p(p+1)}, \frac{p+1}{p} \right\rangle \]
\[ W_{N}^{l_2} = \left\langle 0, \ldots, 0, \frac{1}{2^{p-1}}, \frac{2}{2^{p-1}}, \ldots, \frac{2^{p-2}}{2^{p-1}}, \frac{2^{p-1}}{2^{p-1}} \right\rangle \]

Since typically \( p \) is a lot smaller than \( n \), the obtained weight vectors for the positive and the negative classes will be quite different. However, for the second weighting strategy, we need to take into account that in practice, even for fairly small values of \( n \) and \( p \), \( W_{N}^{l_2} \) and \( W_{N}^{l_2} \) soon approximate the fixed weight vector

\[ W = \left\langle \frac{1}{32}, \frac{1}{16}, \frac{1}{8}, \frac{1}{4}, \frac{1}{2} \right\rangle \]

For this reason, in our experiments we will also consider mixed approaches, where e.g. \( W_{p}^{l_1} \) and \( W_{N}^{l_2} \) are used in combination.

On the other hand, when \( n \) gets large, all the weights in \( W_{p}^{l_1} \) become very small. Consequently, a similar phenomenon occurs as for the kNN (k Nearest Neighbor) classifier \([12]\) when the number \( k \) of considered neighbors gets very high, i.e., the individual impact of instances gets diluted and the classification performance drops sharply. In order to mitigate this effect, we consider the following variant of \( W_{p}^{l_1} \). Given \( 0 \leq \gamma \leq 1 \),

\[ W_{p}^{l_{1,\gamma}} = \left\langle 0, \ldots, 0, \frac{2}{r(r+1)}, \frac{4}{r(r+1)}, \ldots, \frac{2(r-1)}{r(r+1)}, \frac{r+1}{r+1} \right\rangle \]

where \( r = \lfloor p + \gamma(n-p) \rfloor \), and the first \( t - r \) values of the
vector are equal to 0. Clearly, $W^{l,0}_P = W^{l}_N$ and $W^{l,1}_P = W^{l}_I$. Hence, the number $r$ of non-zero weights in $W^{l,γ}_P$ will always be between $p$ and $n$. In our experiments, we will use a small value of $γ$, e.g. $γ = 0.1$, to limit the number of instances which receive strictly positive weights.

### C. Indiscernibility Relation

Apart from the OWA weight vectors, we also need to make a choice for the fuzzy relation $R$. In order to determine the approximate indiscernibility between two instances $x$ and $y$ based on the set $\mathcal{A}$ of attributes, in this paper we assume the following definitions. Given a quantitative (i.e., real) attribute $a$,
\[
R_a(x, y) = 1 - \frac{|a(x) - a(y)|}{\text{range}(a)}
\]
while for a nominal attribute $a$,
\[
R_a(x, y) = \begin{cases} 
1 & \text{if } a(x) = a(y) \\
0 & \text{otherwise}
\end{cases}
\]

We establish the range of a feature based on the training data. In case a test sample has a feature that lies outside this range, we dynamically change the range to take into account the extreme value.

We then consider the three following alternatives for defining the fuzzy relation $R$:
\[
\begin{align*}
R_{\mathcal{L}}(x, y) &= \mathcal{L}(R_{a_1}(x, y), \ldots, R_{a_m}(x, y)) \\
R_{\text{Min}}(x, y) &= \min(R_{a_1}(x, y), \ldots, R_{a_m}(x, y)) \\
R_{\text{Av}}(x, y) &= \frac{R_{a_1}(x, y) + \ldots + R_{a_m}(x, y)}{m}
\end{align*}
\]

where the Łukasiewicz t-norm $\mathcal{L}$ is defined by, for $u_1, u_2, \ldots, u_m \in [0, 1]$,
\[
\mathcal{L}(u_1, u_2, \ldots, u_m) = \max(u_1 + u_2 + \ldots + u_m - m, 0).
\]

It can be easily checked that $R_{\mathcal{L}}(x, y) \leq R_{\text{Min}}(x, y) \leq R_{\text{Av}}(x, y)$ always holds. In other words, $R_{\mathcal{L}}$ provides a comparatively more conservative (lower) estimate for the similarity between $x$ and $y$, while $R_{\text{Av}}$ provides a more liberal (higher) one, and $R_{\text{Min}}$ is in between the two. In the next sections, we will evaluate the impact of this choice on the results of our experiments.

### V. Experimental Setup

In this section, we describe the experimental framework used to validate our proposal, including the benchmark data sets, the particular configurations considered for IFROWANN and for the baseline and state-of-the-art methods, and the statistical tests used in order to carry out the performance comparison.

#### A. Data sets

We consider 102 data sets with different imbalance ratios (between 1.82 and 129.44) to evaluate our proposal. They originate from the UCI repository [3] and were obtained by modifying multiple class data sets into two-class imbalanced problems. To create a new two-class data set, we take one or more small classes versus one or more of the remaining classes. The name of the resulting data set references the original classes used in the construction, for instance: in ecoli-0-1-3-7vs2-6 the first class consists of class0, class1, class3 and class7 from the original ecoli data set, while the second is composed of class2 and class6. The characteristics of these data sets can be found in Table II, showing the imbalance ratio (IR), the number of instances (Inst) and the number of attributes (Attr) for each of them.

Apart from the data set collection as a whole, in our experimental study we have also considered three subsets of the collection based on their IR. The purpose of this division is to evaluate the behavior of the algorithms at different imbalance levels.

1) $IR < 9$ (low imbalance): This group contains 22 data sets, all with IR lower than 9.
2) $IR \geq 9$ (high imbalance): This group contains 80 data sets, all with IR at least 9.
3) $IR \geq 33$ (very high imbalance): This group contains 31 data sets, all with IR at least 33. This is a subset of the collection considered in the second case.

Furthermore, each data set is partitioned in order to perform a five fold cross-validation (5FCV). The partitions were built in such a way that the quantity of elements in each class remains uniform [17]. The data sets are available online² as part of the KEEL data set repository [1], [2].

#### B. Algorithms Analyzed in the Experimental Study

1) IFROWANN: based on the proposals in Section IV-B, we consider the following six configurations for the IFROWANN weight vectors:

\[
\begin{align*}
\mathcal{W}_1 &= \{W^{l,0}_P, W^{l}_N\} \\
\mathcal{W}_2 &= \{W^{l,1}_P, W^{l}_N\} \\
\mathcal{W}_3 &= \{W^{l,1}_P, W^{l}_I\} \\
\mathcal{W}_4 &= \{W^{l,2}_P, W^{l}_I\} \\
\mathcal{W}_5 &= \{W^{l,γ}_P, W^{l}_I\} \quad \text{with } γ = 0.1 \\
\mathcal{W}_6 &= \{W^{l,2}_P, W^{l}_H\} \quad \text{with } γ = 0.1
\end{align*}
\]

In order to check the robustness of the parameter $γ$ in the last two configurations, we will also perform a sensitivity analysis with $γ$ taking values between $0$ and $1$.

Each of these weight vectors will be combined with the three indiscernibility relations considered in Section IV-C. The resulting 18 combinations will be denoted $\mathcal{L}T::\mathcal{W}_i$, $\text{MIN}::\mathcal{W}_i$ and $\text{AV}::\mathcal{W}_i$, with $i = 1, \ldots, 6$.

2) Baseline Methods—FRNN and IFROWANN using Equal Weight Vectors: Apart from comparing IFROWANN with the original FRNN algorithm, we also want to demonstrate the importance of using different weight vectors for the positive and the negative class. For this reason, we will consider a particular configuration of IFROWANN, denoted $\mathcal{W}_f = \{W^{l}, W^{l}\}$, in which equal weight vectors are used for both classes:

\[
\begin{align*}
W^{l} &= \frac{2}{(n+p)(n+p+1)} \left( \frac{2}{(n+p)(n+p+1)} \right), \ldots, \\
&= \frac{2}{(n+p)(n+p+1)} \left( \frac{2}{(n+p)(n+p+1)} \right)
\end{align*}
\]

Each of the above baseline configurations will be combined with the same indiscernibility relations considered above. We denote the resulting methods TL-FRNN, MIN-FRNN, AV-FRNN, TL-\%y, MIN-\%y, and AV-\%y.

3) State-of-the-Art Methods: as discussed in Section II-A, we will consider the following imbalanced learning methods to compare our method with:

- SMOTE
- SMOTE-ENN
- SMOTE-RSB
- CS-C4.5
- CS-SVM
- EUSBSO
- HDDT+Bagging

The first three methods are preprocessing techniques, so they need to be combined with a base classifier. We chose three well known classifiers, representing lazy learners, decision tree-based methods and support vector machines, respectively:

- kNN [12]
- C4.5 [37]
- SVM [43]

The parameters of all the resulting thirteen proposals which were used in our experimentation are described in Table III.

C. Statistical tests for performance comparison

In order to compare the different algorithms appropriately, we will conduct a statistical analysis using non-parametric tests as suggested in the literature [13], [23], [24].

We first use Friedman’s aligned-ranks test [19] to detect statistical differences among a set of algorithms. The Friedman test computes the average aligned-ranks of each algorithm, obtained by trying all values between 1 and the total number of training instances, with 100 equidistant steps. Figure 1 shows this analysis, averaged over all data sets.

For detailed explanation of these parameters, we refer to the corresponding articles. For the kNN method, in order to set the number of neighbors optimally, we used the best value of $k$ for each data set, obtained by trying all values between 1 and the number of neighbors optimally. For detailed explanation of these parameters, we refer to the corresponding articles. For the kNN method, in order to set the number of neighbors optimally, we used the best value of $k$ for each data set, obtained by trying all values between 1 and the number of neighbors optimally. For detailed explanation of these parameters, we refer to the corresponding articles. For the kNN method, in order to set the number of neighbors optimally, we used the best value of $k$ for each data set, obtained by trying all values between 1 and the number of neighbors optimally. For detailed explanation of these parameters, we refer to the corresponding articles. For the kNN method, in order to set the number of neighbors optimally, we used the best value of $k$ for each data set, obtained by trying all values between 1 and the number of neighbors optimally.
specified level of significance $\alpha$. In this paper, we set $\alpha = 0.05$. In practice, it is very interesting to compute the adjusted $p$-value, which represents the lowest level of significance of a hypothesis that results in a rejection. In this manner, we can find out whether two algorithms are significantly different and how different they are.

VI. EXPERIMENTAL RESULTS

In this section, we present the results of our experimental analysis. In Section VI-A, we first compare the 18 variants of IFROWANN over the entire collection of 102 data sets. Next, in Section VI-B, we provide a detailed analysis for different IR levels (low IR, high IR and very high IR). Section VI-C compares our proposal with the baseline methods FRNN and $\mathcal{W}$. Furthermore, in Section VI-D we compare the algorithms that perform best in the first analysis with the state-of-the-art weighting strategies, which are summarized below:

- **Exponentially decreasing weights** ($\mathcal{W}_4$) outperform linearly decreasing weights ($\mathcal{W}_1$).
- **Mixing different weighting strategies** ($\mathcal{W}_2$ and $\mathcal{W}_3$) generally lowers the results compared to $\mathcal{W}_1$, and thus also compared to $\mathcal{W}_4$.
- Varying $\mathcal{W}_1$ to only weigh a fraction of the negative instances ($\mathcal{W}_5$) improves the results when using AV and MIN; yet, they remain inferior to those of $\mathcal{W}_4$. On the other hand, $\mathcal{W}_5$ is not considered in this analysis.

Table IV: Mean AUC for IFROWANN variants over all data sets. The values marked in light blue (values higher than 0.91) are taken into account in the statistical analysis.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>AUC</th>
<th>Algorithm</th>
<th>AUC</th>
<th>Algorithm</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>TL-$\mathcal{W}_1$</td>
<td>0.8992</td>
<td>AV-$\mathcal{W}_1$</td>
<td>0.9098</td>
<td>MIN-$\mathcal{W}_1$</td>
<td>0.8908</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_2$</td>
<td>0.8903</td>
<td>AV-$\mathcal{W}_2$</td>
<td>0.9094</td>
<td>MIN-$\mathcal{W}_2$</td>
<td>0.8908</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_3$</td>
<td>0.8907</td>
<td>AV-$\mathcal{W}_3$</td>
<td>0.8906</td>
<td>MIN-$\mathcal{W}_3$</td>
<td>0.8858</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_4$</td>
<td>0.8998</td>
<td>AV-$\mathcal{W}_4$</td>
<td>0.9191</td>
<td>MIN-$\mathcal{W}_4$</td>
<td>0.9030</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_5$</td>
<td>0.8928</td>
<td>AV-$\mathcal{W}_5$</td>
<td>0.9122</td>
<td>MIN-$\mathcal{W}_5$</td>
<td>0.8955</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_6$</td>
<td>0.9054</td>
<td>AV-$\mathcal{W}_6$</td>
<td>0.9256</td>
<td>MIN-$\mathcal{W}_6$</td>
<td>0.9071</td>
</tr>
</tbody>
</table>

Next, we can also notice several differences between the weighting strategies, which are summarized below:

- Exponentially decreasing weights ($\mathcal{W}_4$) outperform linearly decreasing weights ($\mathcal{W}_1$).
- Mixing different weighting strategies ($\mathcal{W}_2$ and $\mathcal{W}_3$) generally lowers the results compared to $\mathcal{W}_1$, and thus also compared to $\mathcal{W}_4$.
- Varying $\mathcal{W}_1$ to only weigh a fraction of the negative instances ($\mathcal{W}_5$) improves the results when using AV and MIN; yet, they remain inferior to those of $\mathcal{W}_4$.

Figure 1: Tuning of the $k$ parameter for kNN with SMOTE, SMOTE-RB, and SMOTE-ENN.
other hand, this strategy slightly lowers the results when TL is used. Figure 2a shows the sensitivity analysis for γ, obtained over all data sets when this parameter moves between 0 and 1. As can be seen, the results are overall very stable. The TL curve shows a slight performance drop for small values of γ, which might explain why results worse than γ = 1 are obtained in this case.

- Varying γ to only a fraction of the negative instances (γ0) benefits the classification for high IR data sets, but slightly deteriorates it for low IR data sets. The sensitivity analysis in Figure 2b shows that the best results are obtained for low values of γ, which justifies our choice of γ = 0.1.

We proceed with the statistical analysis of our results. In order to reduce the number of variants considered in the test, and thus increase its discriminatory power, we have selected only the highest scoring proposals (AUC higher than 0.91). Such values are marked in light blue in Table IV. The average ranks of the algorithms and the adjusted p-values obtained by Holm’s post-hoc procedure are shown in Table V. The p-value computed by Friedman test is 0.003426, which indicates that the hypothesis of equivalence can be rejected with high confidence.

Table V: Average Friedman rankings and adjusted p-values using Holm’s post-hoc procedure for all data sets, using AV-γ6 as the control algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Friedman ranking</th>
<th>Adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-γ5</td>
<td>2.0196</td>
<td>0.058707</td>
</tr>
<tr>
<td>AV-γ6</td>
<td>2.2255</td>
<td>0.001555</td>
</tr>
</tbody>
</table>

As we can observe, AV-γ5 obtains the lowest ranking of the algorithms used which turns it into the control method. The adjusted p-values are low enough to reject the null hypothesis with a high confidence level for AV-γ4 and for AV-γ6. This confirms that AV-γ6 is indeed the best overall IFROWANN configuration.

B. Comparative Analysis between IFROWANN Variants for Different Levels of Data Imbalance

Table VI shows the mean AUC obtained for each method and each block of data sets. Every row represents one variant of IFROWANN, and the columns represent the data set groups based on IR. For every column, the highest AUC value is marked in bold.

Table VI: Mean AUC for IFROWANN variants for different IR levels. The values marked in light blue (values higher than 0.91) are taken into account in the statistical analysis.

<table>
<thead>
<tr>
<th>Method</th>
<th>γ9</th>
<th>γ33</th>
</tr>
</thead>
<tbody>
<tr>
<td>TL-γ4</td>
<td>0.9186</td>
<td>0.8877</td>
</tr>
<tr>
<td>TL-γ5</td>
<td>0.9076</td>
<td>0.8727</td>
</tr>
<tr>
<td>TL-γ6</td>
<td>0.8935</td>
<td>0.8882</td>
</tr>
<tr>
<td>TL-γ7</td>
<td>0.9180</td>
<td>0.8948</td>
</tr>
<tr>
<td>TL-γ8</td>
<td>0.9163</td>
<td>0.8863</td>
</tr>
<tr>
<td>TL-γ9</td>
<td>0.9148</td>
<td>0.9028</td>
</tr>
<tr>
<td>AV-γ4</td>
<td>0.9014</td>
<td>0.9121</td>
</tr>
<tr>
<td>AV-γ5</td>
<td>0.9029</td>
<td>0.9112</td>
</tr>
<tr>
<td>AV-γ6</td>
<td>0.8900</td>
<td>0.9014</td>
</tr>
<tr>
<td>AV-γ7</td>
<td>0.9232</td>
<td>0.9167</td>
</tr>
<tr>
<td>AV-γ8</td>
<td>0.9088</td>
<td>0.9136</td>
</tr>
<tr>
<td>AV-γ9</td>
<td>0.9139</td>
<td>0.9285</td>
</tr>
<tr>
<td>MIN-γ1</td>
<td>0.8844</td>
<td>0.8961</td>
</tr>
<tr>
<td>MIN-γ2</td>
<td>0.8809</td>
<td>0.8935</td>
</tr>
<tr>
<td>MIN-γ3</td>
<td>0.8713</td>
<td>0.8841</td>
</tr>
<tr>
<td>MIN-γ4</td>
<td>0.9101</td>
<td>0.9010</td>
</tr>
<tr>
<td>MIN-γ5</td>
<td>0.8877</td>
<td>0.8977</td>
</tr>
<tr>
<td>MIN-γ6</td>
<td>0.8925</td>
<td>0.9111</td>
</tr>
</tbody>
</table>

It can be noticed that for the high imbalance data sets (IR ≥ 9), AV-γ6 still obtains the highest average AUC. However, for low imbalance data sets (IR < 9), AV-γ4 reaches the highest value, and for very high imbalance data sets (IR ≥ 33), the best variant is MIN-γ5.

Below, we carry out a statistical analysis of our results for each block of data sets. As before, we consider only the proposals obtaining a mean AUC higher than 0.91. Such values are marked in light blue in Table VI.

1) Statistical analysis for low IR data sets: For the low IR data sets, seven proposals are selected. Table VII shows the average ranking obtained by the Friedman test. As we can observe, the best ranking is obtained by AV-γ4. The p-value computed by the Friedman Test is 0.082069, which is low enough to conclude that there are significant differences among the algorithms.

Based on the adjusted p-values, the Holm post hoc test allows to conclude that the control method AV-γ4 is significantly better than MIN-γ4. The fairly low adjusted p-values...
for AV-$\mathcal{W}_6$ and TL-$\mathcal{W}_6$ also suggest that in this case $\mathcal{W}_4$ is indeed a better weighting strategy than $\mathcal{W}_6$.  

### Table VII: Average Friedman rankings and adjusted $p$-values using Holm’s post-hoc procedure for low imbalance data sets, using $\text{AV-}\mathcal{W}_4$ as the control algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Friedman ranking</th>
<th>Adjusted $p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-$\mathcal{W}_6$</td>
<td>2.9542</td>
<td></td>
</tr>
<tr>
<td>TL-$\mathcal{W}_6$</td>
<td>3.3864</td>
<td>0.507350</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_5$</td>
<td>4.0455</td>
<td>0.193227</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_5$</td>
<td>4.1591</td>
<td>0.193227</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_4$</td>
<td>4.2500</td>
<td>0.186845</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_4$</td>
<td>4.3864</td>
<td>0.139650</td>
</tr>
<tr>
<td>MIN-$\mathcal{W}_4$</td>
<td>4.8182</td>
<td>0.023319</td>
</tr>
</tbody>
</table>

2) **Statistical analysis for high IR data sets**: Table VIII shows the average ranking obtained by the Friedman test for the five proposals selected in this case. The $p$-value computed by the Friedman test is approximately 0, which indicates that the hypothesis of equivalence can be rejected with high confidence. As we can observe, the best ranking is obtained by $\text{AV-}\mathcal{W}_6$ which is used as the control algorithm. The adjusted $p$-values are all very low, indicating that the method $\text{AV-}\mathcal{W}_6$ significantly outperforms the remaining methods when high IR data sets are considered.

### Table VIII: Average Friedman rankings and adjusted $p$-values using Holm’s post-hoc procedure for high imbalance data sets, using $\text{AV-}\mathcal{W}_6$ as the control algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Friedman ranking</th>
<th>Adjusted $p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-$\mathcal{W}_6$</td>
<td>2.1000</td>
<td></td>
</tr>
<tr>
<td>AV-$\mathcal{W}_5$</td>
<td>3.0157</td>
<td>0.000238</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_4$</td>
<td>3.0875</td>
<td>0.000156</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_2$</td>
<td>3.3312</td>
<td>0.000003</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_1$</td>
<td>3.4625</td>
<td>0.000000</td>
</tr>
</tbody>
</table>

3) **Statistical analysis for very high IR data sets**: Table IX shows the average ranking obtained by the Friedman test for the three selected proposals. The Friedman $p$-value in this case is 0.706965, which indicates that the hypothesis of equivalence can be rejected with high confidence. As we can observe, the best ranking is obtained by $\text{AV-}\mathcal{W}_6$.

### Table IX: Average Friedman rankings for very high imbalance data sets. The Friedman test does not discover significant differences, so Holm’s test is not performed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Average Friedman ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-$\mathcal{W}_6$</td>
<td>1.8871</td>
</tr>
<tr>
<td>MIN-$\mathcal{W}_6$</td>
<td>2.0161</td>
</tr>
<tr>
<td>MIN-$\mathcal{W}_1$</td>
<td>2.0968</td>
</tr>
</tbody>
</table>

C. **Comparative Analysis of IFROWANN and Baseline Methods**

Table X shows the results over all 102 data sets of the basic FRNN algorithm and the IFROWANN baseline configuration $\mathcal{W}_7$ employing equal weight vectors for both classes, combined with the three indiscernibility relations TL, AV and MIN. The table also shows the results obtained with the best three IFROWANN variants $\text{AV-}\mathcal{W}_4$, $\text{AV-}\mathcal{W}_5$ and $\text{AV-}\mathcal{W}_6$.

### Table X: Mean AUC for baseline methods and best IFROWANN variants over all data sets.

<table>
<thead>
<tr>
<th>Method</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>TL-$\mathcal{W}_7$</td>
<td>0.3288</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_7$</td>
<td>0.7798</td>
</tr>
<tr>
<td>MIN-$\mathcal{W}_7$</td>
<td>0.7754</td>
</tr>
<tr>
<td>TL-FRNN</td>
<td>0.8005</td>
</tr>
<tr>
<td>AV-FRNN</td>
<td>0.9083</td>
</tr>
<tr>
<td>MIN-FRNN</td>
<td>0.8925</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_4$</td>
<td>0.9181</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_5$</td>
<td>0.9122</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_6$</td>
<td>0.9256</td>
</tr>
</tbody>
</table>

As can be seen in Table X, considering equal weight vectors affects the results adversely, causing a drop in AUC of over 10%. This clearly shows the advantage of using different weight vectors for the positive and negative class. On the other hand, when the basic FRNN algorithm is used, we obtain fairly good results. However, these results rank below those obtained with the best IFROWANN variants.

We support the comparison with a statistical analysis in order to demonstrate the superiority of our proposal. The average ranks of the algorithms and the adjusted $p$-values obtained by Holm’s post-hoc procedure are shown in Table XI. The $p$-value computed by the Friedman test is approximately 0, which indicates that the hypothesis of equivalence can be rejected with high confidence. From Table XI, we can conclude that the control algorithm $\text{AV-}\mathcal{W}_6$ obtains significantly better results than all baseline methods.

### Table XI: Average Friedman rankings and adjusted $p$-values using Holm’s post-hoc procedure for all data sets, using $\text{AV-}\mathcal{W}_6$ as the control algorithm.

<table>
<thead>
<tr>
<th>Method</th>
<th>Average Friedman ranking</th>
<th>Adjusted $p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-$\mathcal{W}_6$</td>
<td>2.6667</td>
<td></td>
</tr>
<tr>
<td>AV-$\mathcal{W}_5$</td>
<td>3.0147</td>
<td>0.034103</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_4$</td>
<td>3.7157</td>
<td>0.012457</td>
</tr>
<tr>
<td>AV-FRNN</td>
<td>4.1765</td>
<td>0.000247</td>
</tr>
<tr>
<td>TL-FRNN</td>
<td>4.6618</td>
<td>0.000001</td>
</tr>
<tr>
<td>MIN-FRNN</td>
<td>5.1127</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>TL-$\mathcal{W}_7$</td>
<td>6.6324</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>AV-$\mathcal{W}_7$</td>
<td>7.3529</td>
<td>&lt;0.000001</td>
</tr>
<tr>
<td>MIN-$\mathcal{W}_7$</td>
<td>7.6667</td>
<td>&lt;0.000001</td>
</tr>
</tbody>
</table>

D. **Comparative analysis with the state-of-the-art methods**

The experimental study carried out in Section VI-A and VI-B shows that the best two proposals are $\mathcal{W}_7$ in the case of low IR data sets and $\mathcal{W}_6$ in the remaining cases. This section compares these two methods with the state-of-the-art methods. The mean AUC results for the different blocks are shown in Table XII.
Table XII: Mean AUC for state-of-the-art methods and the best IFROWANN variants. The values marked in light blue (values higher than 0.91) are taken into account in the statistical analysis.

<table>
<thead>
<tr>
<th>Method</th>
<th>all</th>
<th>&lt;9</th>
<th>≥9</th>
<th>&gt;33</th>
</tr>
</thead>
<tbody>
<tr>
<td>SMOTE-ENN</td>
<td>0.9004</td>
<td>0.9143</td>
<td>0.9081</td>
<td>0.8987</td>
</tr>
<tr>
<td>SMOTE-C4.5</td>
<td>0.8315</td>
<td>0.8604</td>
<td>0.8235</td>
<td>0.8050</td>
</tr>
<tr>
<td>SMOTE-SVM</td>
<td>0.9000</td>
<td>0.9051</td>
<td>0.8986</td>
<td>0.9133</td>
</tr>
<tr>
<td>SMOTE-ENN-C4.5</td>
<td>0.8839</td>
<td>0.9093</td>
<td>0.8769</td>
<td>0.8320</td>
</tr>
<tr>
<td>SMOTE-ENN-SVM</td>
<td>0.8412</td>
<td>0.8714</td>
<td>0.8329</td>
<td>0.8218</td>
</tr>
<tr>
<td>SMOTE-ENN-SVM</td>
<td>0.9005</td>
<td>0.9046</td>
<td>0.8994</td>
<td>0.9130</td>
</tr>
<tr>
<td>C4.5-ES</td>
<td>0.8263</td>
<td>0.8691</td>
<td>0.8146</td>
<td>0.8083</td>
</tr>
<tr>
<td>SVM-ES</td>
<td>0.8952</td>
<td>0.9137</td>
<td>0.8901</td>
<td>0.9032</td>
</tr>
<tr>
<td>EUSBOOST</td>
<td>0.9094</td>
<td>0.9263</td>
<td>0.9048</td>
<td>0.8977</td>
</tr>
<tr>
<td>SMOTE-RSB-ANN</td>
<td>0.9085</td>
<td>0.9119</td>
<td>0.8976</td>
<td>0.8975</td>
</tr>
<tr>
<td>SMOTE-RSB-C4.5</td>
<td>0.8266</td>
<td>0.8681</td>
<td>0.8152</td>
<td>0.8021</td>
</tr>
<tr>
<td>SMOTE-RSB-SVM</td>
<td>0.9001</td>
<td>0.9036</td>
<td>0.8991</td>
<td>0.9130</td>
</tr>
<tr>
<td>HDDT+Bagging</td>
<td>0.9158</td>
<td>0.9281</td>
<td>0.9124</td>
<td>0.9019</td>
</tr>
<tr>
<td>AV-W6</td>
<td>0.9265</td>
<td>0.9193</td>
<td>0.9288</td>
<td>0.9166</td>
</tr>
</tbody>
</table>

From these results, we can observe that W6 obtains the highest AUC value in all blocks, except for low IR data sets for which HDDT+Bagging gets the highest score. Again, we will subject these results to a thorough statistical analysis. In this case, per block we take into account the methods which obtain a mean AUC of at least 0.9. These methods are marked in light blue in Table XII.

1) Statistical analysis for all data sets: Table XIII shows the average ranking obtained by the Friedman test. The p-value computed by the Friedman test is 0.000011, which indicates that the hypothesis of equivalence can be rejected with high confidence. As we can observe, the best ranking is obtained by AV-W6. Moreover, the adjusted p-values are all very low, so we may conclude that AV-W6 statistically outperforms all of them.

Table XIII: Average Friedman rankings and adjusted p-values using Holm’s post-hoc procedure for all data sets, using AV-W6 as the control algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Friedman ranking</th>
<th>Adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-W6</td>
<td>4.299</td>
<td></td>
</tr>
<tr>
<td>HDDT+Bagging</td>
<td>4.2941</td>
<td>0.003718</td>
</tr>
<tr>
<td>SMOTE-RSB-ANN</td>
<td>4.5147</td>
<td>0.000577</td>
</tr>
<tr>
<td>EUSBOOST</td>
<td>4.5833</td>
<td>0.000543</td>
</tr>
<tr>
<td>SMOTE-ENN</td>
<td>4.6275</td>
<td>0.000430</td>
</tr>
<tr>
<td>SMOTE-RSB-SVM</td>
<td>4.7364</td>
<td>0.000015</td>
</tr>
<tr>
<td>SMOTE-SVM</td>
<td>4.8186</td>
<td>0.000056</td>
</tr>
<tr>
<td>SMOTE-ENN-SVM</td>
<td>5.1324</td>
<td>0.000001</td>
</tr>
</tbody>
</table>

2) Statistical analysis for low IR data sets: In Table XIV, the results of applying the Friedman test are shown. In this case, the associated p-value is 0.204917, which is not low enough to reject the hypothesis of equivalence and which leads us to conclude that there are no statistically significant differences among the compared methods. Note that while EUSBOOST obtains the highest AUC mean for this block, the lowest Friedman rank is obtained by AV-W4.

Table XIV: Average Friedman rankings for low imbalance data sets. The Friedman test does not discover significant differences, so Holm’s test is not performed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Friedman ranking</th>
<th>Adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-W6</td>
<td>4.8636</td>
<td></td>
</tr>
<tr>
<td>SVM-ES</td>
<td>5.0227</td>
<td></td>
</tr>
<tr>
<td>EUSBOOST</td>
<td>5.2955</td>
<td></td>
</tr>
<tr>
<td>SMOTE-ENN</td>
<td>5.6136</td>
<td></td>
</tr>
<tr>
<td>SB-ANN</td>
<td>5.7500</td>
<td></td>
</tr>
<tr>
<td>SMOTE-SVM</td>
<td>5.8409</td>
<td></td>
</tr>
<tr>
<td>SB-SVM</td>
<td>6.0862</td>
<td></td>
</tr>
<tr>
<td>SMOTE-ENN-SVM</td>
<td>6.2727</td>
<td></td>
</tr>
<tr>
<td>SMOTE-ENN-SVM</td>
<td>6.3063</td>
<td></td>
</tr>
</tbody>
</table>

3) Statistical analysis for high IR data sets: the results, shown in Table XV, are concordant with those obtained for all data sets. The p-value computed by the Friedman test is smaller than 0.000001. AV-W6 obtains the best ranking and significantly outperforms all the remaining methods.

Table XV: Average Friedman rankings and adjusted p-values using Holm’s post-hoc procedure for high imbalance data sets, using AV-W6 as the control algorithm.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Friedman ranking</th>
<th>Adjusted p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AV-W6</td>
<td>4.0191</td>
<td></td>
</tr>
<tr>
<td>HDDT+Bagging</td>
<td>2.9812</td>
<td>0.000107</td>
</tr>
<tr>
<td>SMOTE-RSB-ANN</td>
<td>3.23</td>
<td>0.000001</td>
</tr>
<tr>
<td>EUSBOOST</td>
<td>3.2918</td>
<td>0.000001</td>
</tr>
<tr>
<td>SMOTE-ENN</td>
<td>3.4625</td>
<td>&lt;0.000001</td>
</tr>
</tbody>
</table>

4) Statistical analysis for very high IR: in this case, the p-value computed by the Friedman test is 0.574894, which indicates that the hypothesis of equivalence between the five considered methods can be accepted. In Table XVI, the Friedman aligned ranks are shown. It is interesting to note that in this case, SMOTE-RSB+SVM gets the best rank, while AV-W6 obtains the highest mean AUC.

Table XVI: Average Friedman rankings for very high imbalance data sets. The Friedman test does not discover significant differences, so Holm’s test is not performed.

E. Graphical analysis
To complement the statistical study from the previous section, we have also provided a graphical analysis that compares the behavior of our best two proposals (AV-W6 and AV-W4) to its closest competitors among the state-of-the-art methods. To this end, Figure 3 plots the considered method’s AUC (Y axis) for all data sets, which are ordered on the X axis according to their IR. Similarly, in Figure 4, we show a more fine-grained analysis depicting the results for each of the experiment blocks, considering in each case the best performing algorithms.

In both figures, we can see that for both low and very high IR data sets, the compared methods behave more or less similarly, and that the most noticeable differences are in the middle section (IR between 9 and 33), where our method AV-W6 clearly shows the best performance.
VII. CONCLUDING REMARKS

In this paper, we have presented the Imbalanced Fuzzy-Rough Ordered Weighted Average Nearest Neighbor (IFROWANN) method, a new algorithm level solution to two-class imbalanced classification problems that is based on the Fuzzy-Rough Nearest Neighbor (FRNN) method and on Ordered Weighted Average (OWA) aggregation. In particular, we considered six weighting strategies, combined with three different indiscernibility relations.

Our experimental results and statistical analysis have shown that IFROWANN can outperform not only the classical FRNN algorithm over a large collection of imbalanced data sets with varying IR degrees, but also a selection of state-of-the-art representative algorithms that cover algorithm level, cost-sensitive and ensemble solutions specifically designed for imbalanced learning.

For future work, we will consider the integration of IFROWANN within ensemble methods, where it can be combined with data level (preprocessing) techniques to further optimize the classification performance. Another possible refinement of the approach concerns the automated extraction of OWA weight vectors and indiscernibility relations from the training data, using either a wrapper method, or basing ourselves on data characteristics, such as the imbalance ratio or other data complexity measures.

Finally, our third idea for future work is to extend IFROWANN to handle multi-class problems. One solution is to transform a multi-class problem into a two-class problem using binarization techniques such as the One-vs-One Approach (OVO) introduced by Hastie and Tibshirani [27], and the One-vs-All Approach (OVA) of Rifkin and Klautau [39]. In [18], the authors presented a complete experimental study for the classification of multi-class imbalanced data sets, which concluded that the OVO strategy is a better option than OVA. This allows us to design a new method for multi-class problems combining OVO and IFROWANN. Another solution will be to modify the IFROWANN itself to directly operate with multi-class problems.
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